Voice Recognition Technology
CS 225 Project by Jon, Gloria, and Pete 

Voice recognition is an interesting new technology which, over the last few years, has begun to be put to use in a variety of different ways. Programs such as Dragon's NaturallySpeaking allow the user to simply speak into a microphone, and have the words they say control almost every aspect of what happens on the screen. Its main function, however, is to take what is dictated and print it out on the screen, in the form of a word document. This would be extremely useful for users who are handicapped or otherwise disabled, but could also be put to good use in nearly any office in America. As most workers find themselves able to talk considerably faster than they can type, a program with high accuracy could (potentially) dramatically increase production in words per minute, allowing more work to get done than ever before. 

HISTORY OF SPEECH RECOGNITION


A toy breaks the ice into speech recognition
"Radio Rex", was the first success story in the field of speech recognition.  It was a toy dog that came in a house, when the name "Rex" was spoken the dog would pop out of his house.  The dog was held within its house by an electromagnet, as current flowed through a circuit bridge, the magnet was energized.  The bridge was sensitive to 500 cps of acoustic energy.  The energy of the vowel sound of the word "Rex" caused the bridge to vibrate, breaking the electrical circuit, and allowing a spring to push Rex out of his house.  Rex was the pioneer into the field of speech recognition.

To War with Mother Russia
The U.S. Department of Defense sponsored the first academic pursuits in speech recognition in the late 1940's.  In an attempt to intercept and decode Russian messages, the U.S. sought the development of an automatic language translator.  The first, and most difficult, step was to solve the problem of creating a program that could recognize speech.  The project was a dismal failure. Phrases that were typically mistranslated included:

"The spirit is willing but the flesh is weak."

to

"The vodka is strong but the meat is disgusting."

Nevertheless, appreciation and interest for the field began to grow. As a result, the government funded the Speech Understanding Research (SUR)  program at Carnegie Mellon University, MIT, and some select commercial institutions.  The agency that funded the research became known as the Defense Advanced Research Project Agency (DARPA).

EARLY KEY ADVANCES
· In 1952, as government-funding research began to gain momentum, Bell Laboratories developed an automatic speech recognition system that successfully identified the digits 0-9 spoken to it over the telephone. 

· In 1959, MIT developed a system that successfully identifies vowel sounds with 93% accuracy. 

· In 1966, a system with 50 vocabulary words was successfully tested. 

· In the early 1970's the SUR program began to produce results in the form of the HARPY system.  This system could recognize complete sentences that consisted of a limited rage of grammar structures.  This program required massive amounts of computing power to work, 50 state of the art computers. 

· In the 1980's Hidden Markov Models (HMM) become the standard statistical approach for computation. 

At this point there are only three major obstacles standing in the way of commercial use.

1. Computing Power, lots of power required, but little available 

2. The ability to recognize speech from any person (not just the particular voices the system has been designed around). 

3. A continuity of speech capability (so that the person speaking did not have to break after every word). 

The successes of the 50's and 60's gained more attention and interest, eventually continuous speech became imaginable.

 

PHONEME'S RECOGNIZED AS KEY TO SPEECH
In the 1960's linguistic researchers examine inherent structure of language, results of research lead developers to concentrate speech recognition technology at the level of phonemes, the sound fragments that make up comprehensible words.  By the 1980's programmers were using more powerful hardware to implement statistical phoneme-chain recognition routines.  However, computing power still inhibits speech recognition.

COMMERCE TAKES OVER
Speechworks and Dragon Systems take over as major producers of speech recognition technology.  As these two compete in the field, eventually a point is reached where computation required gets low enough and computation available became high enough for wide spread commercial use.

At the same time, the task difficulty increased coupled with the decrease in error rate made for wide spread use. 

· In 1996, the consumer company, Charles Schwab became the first company to implement a speech recognition system for its customer interface. 

· In 1997 Dragon Systems release "Naturally Speaking," the first continuous speech dictation software. 

· In 2002, TellMe supplies the first global voice portal, and later that year, NetByTel launched the first voice enabler.  This enabled users to fill out a web-based data form over the phone. 
Analog sound is transformed into digital data by mathematics and electronics. By using hardware tools and a processor to do the calculations, the transformations take place. When sound is created, it releases energy that is called acoustic pressure. Talking produces acoustic pressure similar to throwing a rock into a pond. The acoustic pressure would be the resulting ripples of water. A microphone can pick up these changes and then transmits them to a sound card in a computer.

-------------------------------------------------------

Analog to Digital

The Sine Wave
There are several different elements working together to make recording sound work. Sound travels through the air in a shape of a sine wave. Nyquist's theorem states that any sine wave can be recreated by this mathematical equation: A signal sampled twice per cycle has enough information to be reconstructed. This equation is the base of all sampling rates, from the telegraph to current day compact discs. Humans can hear from about 20HZ to 22,500Hz. That is why the best digital audio is recorded at 44.1 KHz because it has been doubled due to Nyquist’s sampling theorem. There is also a lot of trigonometric  knowledge combined with Nyquist’s simple theorem. There are many ways to watch sound waves or sine waves. The best tool for watching a sound wave is with a spectrogram. The spectrogram proves that the sound wave is actually a sine wave. Frequency, amplitude, phase and time are all part of the sound wave. Frequency is how often the sine wave forms over a period of time. A waveform of 1KHz has 1000 sine waves occurring over one second of time. Amplitude translates into how loud the wave is and is measured in decibels (dB). A decibel is a standard logarithmic unit for expressing gain or loss with relative power of sound pressures. Here is an example of piano sound waves taken with a spectrograph.

How does sound travel into the computer?
A microphone has the ability to pick up sound waves with a diaphragm. The diaphragm moves with the acoustic pressure. These very small movements from the diaphragm are then converted into voltage. This voltage is then transmitted to a sound card. The sound card takes these voltages, changes them over to electronic pulses, and records them. The digital signal processor handles the computations. The sound card runs independently from the main processor. There are problems with hardware. A microphone needs to have very good filtering ability or it will pick up extra noise from the surrounding environment. Noise from the environment is translates into extra voltage to the sound card. This extra voltage is distorting the sine wave. The quality of sound card is important. If the electronic parts are not of good quality, it will also distort the information. The digital signal processor needs to have enough samples recorded to capture the peaks and troughs of the original waveform. If the waveform is sampled at less than twice the frequency, it will create noise. There is also a lot of sound above 22,500Hz. Everything above that frequency needs to be filtered out also. 

What is quantizing your voice? 

Pulse Code Modulation  is the most common method of encoding (quantizing) an analog voice signal into a digital (binary) bit stream. The digital signal processor does these calculations. Alex Reeves improved Nyquist’s original formula of sampling. Reeves proposed that instead of using Bell's 'voice-shaped current' that sound should be sampled at steady intervals. The values of the samples at these intervals would be represented in binary numbers and transmitted as pulses. This is commonly called Pulse Code Modulation. Pulse Code Modulation (PCM) formula has been greatly changed in the last 50 years. A more effective modulation is adaptive differential pulse-code modulation(ADPCM). 

Another overlaying problem is that most sound does not arrive in single tones but in multi-frequency tones. Nyquist’s formula only took in consideration for single frequency tones. There are certain vowels in the English language that have only one frequency, such as ma, maw, mow, and moo. There are also certain vowels that have two frequencies, such as mat, met, mate, and meat. Constants hold a higher frequency than vowels. This complexity causes many difficulties. This is why pattern matching for words evolved.  These are examples of audio spectrum analysis wave files. To hear the wave form click the picture.  You can see how dramatically the two differ.

--------------------------------------------

How It Works
The purpose of speech recognition software is to take a digital rendering of a sound wave and make meaningful words, or sentences from it.  The success rate vary widely depending on the content of the speech:

· The smaller the vocabulary, the greater the recognition rate 

· When speech is in response to a specific, guided question, recognition rates are higher 

· Learning systems can improve recognition for a particular person's voice over time. 

Digitalization:

· Speech signals are received from an input device and converted from analog to digital information 

· Conversion is done using a process called digital sampling 

· Digital sampling breaks apart large streams of data into short intervals for analysis 

· Software will then measure the amplitude of the sound wave and convert it into a binary number with a given bit-length of at least 8 bits 

Representation:

After digitization, the signal is classified into a set of codes that the system can understand.  Typically, these measurements are transmitted every 10-20 milliseconds to make sure that the system can differentiate between words.  The system then converts these samples into acoustic parameters (AKA waveforms).  These parameter values are then used throughout the rest of the process to determine whether the waveforms analyzed correspond to a particular phonetic event that occurs in the phone-sized or whole-word reference unit being hypothesized.  There is no strict boundaries where the stage of identifying and searching begin and end.  It is all one continuous event.  

Representation of the Word "Speech"

Phonemes, the cornerstone of speech recognition:

Speech recognition software maintains a large database of sample wave structures for every basic component sound used in a particular language (called a phoneme).  The given wave is then split up and matched with the closest sample phoneme wave.  This is why a system can do better when evaluation the voice of just one person.  It can create a database of phonemes that are exactly as the users voice, then match future voice samples against the saved phoneme database.  Systems that need to be used by many separate users often use many sample wave forms for each phoneme, and then perform phoneme matching statistically.

Word Recognition out of Phonemes:

Once the phonetic combinations have been determined, the software goes to a database of vocabulary words with phonetic spellings.  The combination of phonemes for the given wave portion is matched against the database of the vocabulary.

The Use of Grammars:

All spoken languages have a certain set of rules on how words and utterances are combined together to communicate ideas.  Therefore all speech recognition software makes use of Grammar rules which are programmed in to reduce the error rate.

Modeling, Classification, and Search

Results taken from earlier stages are now analyzed by the system to generate the most likely word candidate.  Training data, based on the parameters designed in the system, determine both the representation process and the depth to which acoustic, lexical, and language models are applied to determine the correct word.  The dominate recognition algorithm of the past 15 years has been the Hidden Markov Model (HMM).  A HMM is a doubly stochastic model, in which the generation of the phoneme string and the frame-by-frame, surface acoustic realizationsare both represented probabilistically.

The HMM:

The HMM is the powerhouse behind speech recognition.  It is popular for two key reasons

1.  It is very rich in mathematical equations

2. They work incredibly well

for all the information you will ever need to know about HMM's click here
-----------------------------------

Dragon NaturallySpeaking 7
"The Best Product on the Market"
~PC Magazine 

	Though it was once an overcrowded marketplace, Dragon (a ScanSoft company) now stands alone as the king of voice recognition. Their latest product, NaturallySpeaking 7, is the best commercial software ever released. Dragon claims an improvement in accuracy of over 15% from their previous version, with 7 topping out at just over 95%. Though the results of our own testing were not quite so favorable, there are still plenty of good things to be said about this software.

Installation/Training 

Firstly, the installation is a piece of cake. All it requires, basically, is that you plug the headphones/microphone (which come standard with the commercial package, a nice bonus) into the back of your computer and run the CD provided. Also, the system requirements are surprisingly un-demanding: you need only a Pentium II computer of 500 MHz or more, with 128 MB of RAM and 300 MB of free disk space. With these standards, nearly anyone who has purchased a computer recently will be able to give NaturallySpeaking a try. 

After running the program for the first time, the user is asked to begin a "general training" session, in which the software will come to recognize your voice. In some older versions of VRT software this could end up being a rather grueling process of 30 to 45 minutes, but with NaturallySpeaking you seem to be done almost before you know it. All that is required is that you read a block of text for roughly ten minutes, and training is complete. After this, NS asks to look through a listing of your text and Word documents. This is a very useful feature which allows the program to better understand your writing style, as well as learning any new words it may come across.

Primary Use - Dictation 

With that, you are ready to begin dictating text... and for the first time we see that for all its strong points, there is still one major flaw in Dragon's latest product: accuracy. In the first few minutes of use, a number of errors will abound. The important thing to keep in mind, however, is that you cannot expect all that much right from the start, because this is what is sometimes referred to as "user dependant software." In other words, the program can be only as good as you make it, and in this case your new friend will need plenty of support early on. When a word is produced wrongly, you have to correct the program by going back, highlighting the word, and typing in what the correct response should have been. It takes a little while, but after a short time the user will begin to see improvements, and after a few weeks accuracy can, in fact, peak out somewhere near the lofty 95% range that Dragon makes claim to. 

Other Applications 

Although, as stated, the dictation accuracy does at first leave something to be desired, it is important to note that NaturallySpeaking does perform much better right off the bat in a variety of other ways. Its strong point is most certainly voice commands, sayings that allow you to control what happens on screen without the use of a mouse or keyboard. For instance, commands such as "Open Word" or "Open Excel" or "Open Explorer" are recognized and executed almost immediately. Once in these applications, you are easily able to access anything on screen just by reading its name. For instance, "File. Save As. example.doc. Save" can be done quickly, as well as something like "Insert. Page Break. OK." Speaking of IE, NS can be easily used to navigate the Web, simply by reading the name of the link you would like to follow, and then saying "Click." The software also works reasonably well with a variety of other applications, including Outlook Express and the popular Microsoft Excel. It is even possible to use NaturallySpeaking to move your mouse anywhere you want on the screen, through the use of a grid system! 

Recommendations 

As has been briefly stated, NaturallySpeaking has a number of strong positives, but also one important negative. On the positive side, the program is relatively inexpensive (especially considering it comes packaged with a quality headset/microphone, a major plus), is easy to install and begin using, and works very well with voice commands. Negatively, however, the dictation is just not as accurate as it would need to be in order to make a major impact on the marketplace. This is helped by the fact that it does become more accurate in time, but the fact of the matter is that the average home consumer (or office worker) simply doesn't have the kind of time it requires to make voice recognition as effective as it ought to be. In conclusion, this is certainly the best product on the market, but we are still going to need to see some definite improvements in accuracy if voice recognition is ever to become a real hit with the general public.  


-------------------------------------------

Future Ideas?

Integration of speech into many different applications has already started to occur.  The question is where is it intergraded already?  There are many examples of speech sound in electronic items.  One of the more famous ones is "You Got Mail."  Interactive speech is more difficult to find.  Some toys take the "hearing" part and then act out on the type of sound such as the toys: comet and Nemo. Another popular device that has speech recognition is cell phones. When the name of the person you want to call is said the number is dialed automatically without using the keypad.  Even telephone services are having interactive conversations.  When you say certain phrases the telephone services connects you to where you would like to go.

The next level of future seems to be waiting for another break through.  There are still some fundamental gaps needing to be filled.  Many difficulties come from the very nature of how humans speak.  When there is humor in the voice the pitch goes up, changing the amplitude of the sine wave.  Another type of gap is with different accents, for instance from the famous parody song - Tomaaato, Tomato.  
Words are selected with using pattern matching for each word.  The changes in pitch and accent affect how well the patterns are matched.  Once these problems are solved there will be another evolution to our daily conversations with electronics.  Once the demand for tools with speech integrating has become commonplace and less expensive then the market will explode with advancements.   Until then the advancements will still slowly go along being tested on various markets.  Where we will notice them next is unknown. 
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